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ABSTRACT 

Techniques being developed for missions to M a r s  a r e  part of a larger 
effort to develop a robot capable of carrying out programs and of self- 
programming within certain limits. Three development efforts at the 
Instrumentation Laboratory lead in this direction: Design of a layered 
processor like that in a frog's retina shows how a model of animal vision 
may reduce data for transmission to  Earth and permit response to the 
environment. Design of a stereoscopic system suggests how a pair of 
layered processors, when fed dzta from two television cameras,  may find 

the positions of objects. Design of a decision and control system like 
that of animals suggests how a system of this kind may decide in what 
direction a Mars lander should move, when it should perform each ex- 
periment and what it should report. 
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INFORMATION PROCESSING AND DATA COMPRESSION 
FOR EXOBIOLOGY MISSIONS 

1. INTRODUCTION 

In designing interplanetary probes such as that we plan to put on M a r s  

we are  faced with the problem of exploring after the vehicle has landed. 
We are  attempting to devise a self-moving probe capable of exercising 
judgments in a certain sense and handling a variety of contingencies. 
It would broadcast the results of i ts  experiments rather than be a simple 
extension of our senses  and movements into the alien world. 

It is clear that technology supplies us increasingly reliable parts ever 
smaller  and able to work on little power so that computers become 
more and more compact. At the same time the a r t  of using these de- 
vices expands greatly so that they have ceased to be the novelties for 

study and have become, instead, common tools. 
concerned with this art (including us), are attempting to make a true 
robot, capable of self-programming within certain limits, one that is 
capable of handling a large sequence of choices, correcting itself when 
it makes an e r r o r  in judgment. That is not to say that we a re  so rash  
as to claim that we can build an animal o r  an animal intelligence, but 
it would be intelligence of a sort, and one that would permit communica- 
tion with us. 

Each experiment proposed for Mars  requires both a sensor system, 
designed for the problem, and a data processing system designed to 
bridge the gap between the sensor system and the way our minds work. 
We propose to subject the data of the experiments to a decision system 
similar to ours. 
our cri teria of interest and intelligibility. 

A number of workers, 

What comes out of this robot must then comply with 
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Can this be done in  time for a M a r s  landing in the 19701s? The only way 
to find out is to try.  

This paper describes three development programs under way at the In- 
strumentation Laboratory. One is the design of the layered processing 
of a visual system. The second is the design of a stereoscopic system. 
The third is a decision and control system. 

How would a robot reduce data? We propose that the robot car ry  with 
it measures of the usefulness to man of the data it acquires, so  that it 
will  send back only data which satisfies those measures. For each of 
the development programs to  be described such measures wi l l  be sug- 
gested. But a more useful set  of measures wi l l  have to come from you. 

2. THE LAYERED PROCESSING O F  A VISUAL SYSTEM 

2. 1 The Structure of a Visual System 

Dr. Warren McCulloch re fers  to an eye as a "layered computer". 
this he means that all the bipolar cells process the data they receive 
from the photoreceptor layer, passing it along to the ganglion cell  layer. 
The latter processes the output of the bipolar-cell layer passing along 
the results of its computation to the layered s t ructures  of the brain. 

We want to model the human visual system, but it comprises far more 
cerebral  layers than w e  can model now. For that reason we sought an 

animal with fewer layers  in its visual system but equal or greater 
complexity per layer. 

By 

We found this in the visual system of the frog. 

2. 2 Properties of a Frog 's  Visual System 

The species studied, the common leopard frog or Rana pipiens, responds 
to one color and to four pattern aspects of objects: edges, dark convex 
moving edge (bug), any time varying visual event, and dimming. 

The retina of the frog has three layers  of nerve cells: photoreceptors, 
bipolar cells, and ganglion cells, as shown schematically in Fig. 1. 

Each cell type is uniformly distributed over the retina. 

The photoreceptor layer consists of several  types of rods and cones. 
An individual photoreceptor apparently may have two output parameters.  
The first  appears to be a logarithmic function of illumination, related to 

- 
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the bleaching rate of a pigment. A second parameter appears to be a 
function of the history of illumination, related to the amount of bleached 
pigment. 

Bipolar cells a re  so called because their two ends a re  somewhat alike. 
Horizontal cells make interconnections among bipolar cells in the layer 
of photoreceptor outputs. 
cells in the layers of connections between bipolars and ganglion cells. 

Ganglion cells appear t o  have five distinguishable dentritic arbors,  that 
is, tree-like branchings. Three of these arbors  a re  shown a s  0, P, and 
Q in Fig. 2. 

arbors, Lettvin et al. were able to assign one of five functions to  each 
arbor form;(l' 2' 3, four concerning the visual pattern and one concerning 
color. 
color output goes to  the geniculate body (not shown). 
groups produce outputs representing: 

1. Edge detection 

2. Bug detection 

There a re  interconnections formed by amacrine 

On the basis of the connections of bipolar cells to these 

The four pattern outputs go to  the tectum (Fig. 1 right) while the 
The first  four cell 

3. 

4. Dimming detection. 

Event detection (any stimulus change) 

5 Of the approximately 5 X 10 ganglion cells (Fig. 1) approximately half 
are bug detectors. Since this has proved to be the most difficult gang- 
lion cell to  model, (4a5) we have concentrated on it. 

Figure 3 portrays vertical sections of two bipolar cells and one multi- 
level E-shaped ganglion cell, a s  drawn by Ramon y Cajal for the frog. 
In the latter there a re  three dendritic levels. Lettvin et a1 identified 

this structure a s  a bug detector. 
the two outer dendritic levels. 

( 6 )  

Note that arborization exists between 

Two types of bipolar cells will be represented in the model. 
signation "on" and ''off", is that of S~hypperheyn!~) The distinction 
between "on" and "off1' cells was previously applied by Hartline to gang- 

Their de- 

lion cells. ( 8 )  
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RETINA 

SECTION THROUGH FROG'S EYE ACCORDING TO CAJAL. 
GROUP NO. OF 

GANGLION CELL 
TERMINALS 

1 -  

RETINA i i? 

5 x 105 GANGLION CELLS 

\ IO6 PHOTORECEPTORS 

IO6 BIPOLAR CELLS / 
2.5 x 105 TECTAL CELLS 

Fig. 1. Schematic of frog visual system. 
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PHOTORECEPTOR 
LAYER 

BIPOLAR 
LAYER 

GANGLION 
CELL LAYER 

Fig. 2. The retina of frog in Colgi stain - highly schematic but showing spatial arrange 
m a t :  g and h are bipolar cells; i i s  a horizontal cell; k, r, s, t, and m are ama- 
crines; 0, p, and q are ganglion cells. This i s  the off-hand diagram used for 
illustration in Ramon y Caial's Histologic du Systeme Nerueux (Paris: Maloine, 
19W-1911. 

2.3 Design of the Model (Ref. 5) 

Essentially, the bug detector cell responds to a small dark object which 
moves centripetally into its responsive field. 
properties given in Table 1, the smallness of the object is item lb, dark- 
ness item IC, centripetal movement item la. 

rate of the cell (items 4a to 4g) depends upon the size and location of the 
object, both measured in degrees or  minutes 
frog's eye. 

In the list of the cell's 

Note that the discharge 

of arc at the lens of the 

Five minutes of a r c  are imaged on one photoreceptor. 
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Table 1. Properties of Bug Detector (Group 2) Ganglion Cell. 

I .  A Group 2 ganglion cell responds to a n  object  : 
a. that  moves centripetally 
b. that  is small (3" to 5") 
c. that is darker than the  background 
d. that  h a s  a sharp leading edge  

2. There  i s  no response to: 
a. any object  totally outs ide  the  responsive retinal field 

(RRF)  of diameter approximately 4" 
b. a straight edge of a dark band greater  than 2" wide 

u n l e s s  it is surrounded by a sh ie ld  approximately 4' 
i n  diameter centered on  the R R F  (Respons ive  Retinal 
F ie ld)  

3. Response  is independent of: 
a. leve l  of illumination 
b. ra te  of change of illumination as long a s  t h i s  i s  

dis t inguishable  
c. speed  of a n  edge if i t  t rave ls  between a maximum 

and a minimum speed  
d. amount of contrast  as long a s  t h i s  is dis t inguishable  

4. Discharge rate  is: 
a. null for dark objec ts  of width less than about 3' 
b. inversely proportional to the  convexity of a n  image 

with diameter greater  than 3' but less than one  half 
of the  angle  subtended by the  R R F  

c. maximal (approx. 40 p u l s e s  per  second)  for a n  image 
subtending half the  angle  subtended by the  R R F  

d. proportional to the convexity of images  larger  than 
one  half of the  R R F  angle  

e. feeble if the object  is larger  than R R F  
f .  greater  to movement broken into severa l  s t e p s  than 

to continuous movement 
g. feeble in  response to l ight  s p o t s  

5. T h e  response is maintained for severa l  s e c o n d s  if the 
object  s t o p s  in the R R F  

6 
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OUTER GRANULAR LAYER 

OUTER PLEXFORM LAYER q/& 

I MIDDLE GRANULAR LAYER 

A$ I 

8 INNERPLEXFORMLAYER 

I 
INNER GRANULAR LAYER 

OPTIC NERVE FIBRES 

(a) (b) 

BIPOLAR CELLS 
(4 

GANGLION CELL 

Fig. 3. Retinal sections of two types of bipolar cell and the bug detector ganglion 
cell in  a frog retina (after Ramon y Caial). 

Figure 4 diagrams a model of the bug detector cell designed by Dr.  
Roberto Moreno-Diaz t o  meet three conditions. 
f i t  the experimental data on this type of cell presented in Table 1. 
The second was  that i ts  structure approximate that pictured by Cajal 
and identified by Lettvin et  al. 
million cells of this type be capable of being built with existing hard- 
ware.  

The first was that it 

The third was that all of the 1/4 

Dr. Warren McCulloch feels that in a model of perception, feedback 

plays an important role. 
cannot be considered an attempt to solve the general problem of per- 
ception. 
physiology with known anatomy, within the restrictions mentioned 
above. 

Since this model employs no feedback it 

It is rather a scheme to match experimental results of 

At the top of Fig. 4, the image of a bug (shaded) is moving toward the 
center of concentric areas,  of radii R1 and R2. 
(called responsive retinal field or R R F  in Table 1) includes approxi- 
mately 2000 photoreceptor cells, three of which a r e  represented by 
small  cylinders. The larger area represents approximately 20, 000 

cells; five of which a re  represented by the three same cylinders and 
two additional ones. 

The a rea  of radius R1 
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LEVEL I 

LEVEL 3 

OUTPUl LT-y GENERATOR PULSE AXON 

Fig. 4. Diagram of  models o f  photoreceptors, bipolar cells and bug detector ganglion cell. 
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I .  
Between each photoreceptor and bipolar cell a r e  two connections, one 
fast and one slow. 
each bipolar cell determines whether illumination on the retina has in- 
creased or  decreased. Firing of an off-bipolar cell indicates illumina- 
tion has decreased, firing of an on-bipolar cell that it has increased. 
Only off-bipolar cells are shown. On-bipolar cells, whose presence is 
assumed, connect to level 3. 

By comparing inputs from these two connections, 

Levels 1 and 2(a)* of the ganglion cell  model respond only to off-bipolar 
cells in the area of radius R1 (RRF) to  determine the penetration (p) of 
the bug into this area and the nonlinear response to  this penetration. 
Computations performed in this layer and a half a r e  treated in the fol- 
lowing subsection. 

Level 2(a) responds to  off-bipolar cells in the area of radius R2  to  
determine the convexity of the leading edge of the bug. 
tion is treated in the second subsection following. 

Level 3 responds only to on-bipolar cells in the area of radius R1 ( R R F )  
to  determine, with previous computations, that the motion is centripetal. 
This computation is described in the third subsection following. 

Activity of a bipolar cell is represented by a pulse of amplitude r, a s  
shown in Fig. 4. This pulse is applied through a broad curving branch 
to  level l (a) ,  through a fine curving branch to level l(b) and through the 
lowest slab of level 2(a), t o  which it returns. 

2. 4 ComDutation in Levels 1 and 2(aIf  

This computa- 

The pulse of amplitude r that passes through the broad curving branch 
of the off-bipolar cell axon is stretched in level l(a), a s  shown in Fig. 4. 

While such neural storage usually has an exponential decay, it is here 
given a square waveform for simplicity. In level l(b) the amplitude r 
is divided by the number of photoreceptors in the leading edge of the 
image, d , plus a constant 6. 

possible the spatial summation that forms this sum dl. 

In the first  slab of level 2, the advancing pulses interact to inhibit each 
other in a mutual nonlinear divisional fashion suggested by Schypper- 
heynf7) The stretched pulses, representing the length of time since 

The second branch - the fine one - makes 1 
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the image moved into the circle of radius R.lD together indicate the 
area darkened, D1. By the formula for this kind of inhibitionj5) the 
amplitude of the signal on the jth wide line in the upper slab of layer 
2(aY is 

The asterisks or stars are applied to the symbols of this layer to dis- 
tinguish them from the symbols of layer 2(a). Thequotient Dl/(dl + h ) ,  

which can be approximated Dl/dlD is an a rea  divided by the length of 
the leading edge. It equals approximately the penetration p of this a r ea  
into the circle of radius R1(RRF). 

* >* >k 
The second slab of level 2(a) forms  a sum Ac of all the active A .  

J 
signals. There a re  D1 of these. 

* 
Employing the experimental evidence of Table 1, k 1 r can be evaluated, 
leading to  -P * *  0. 26R1 Ac = c1 r p e  

* 
which is plotted in Fig .  5. 
method indicated in Ref. 5 .  

The constant c1 can be evaluated by a 

2. 5 Computation in Level 2(a) 

The sum of the outputs of the off-bipolar cells, in the a rea  of radius R2, 
in the last time period, is the "length of dimming" d2. 
passed from the lower to the upper slab of layer  2(a) on the jth line is 

The signal 

where c2 and k2 

formula is again 
Schypperheyn. 

-k2d2r 
A. = c2re  

J 
are constants. The interaction represented by this 
the ''mutual nonlinear divisional inhibition" of J. J. 

10 
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0.10 

I I I I I I C  
0.2 0.4 0.6 0.8 1.0 1.2 0 

R l  

C 
Fig. 5. A as a function of pmetration p. 

P 

The upper of the two slabs of layer 2(a) sums the signals on the lines 
rising from the lower slab and compares the sum to a threshold 8. 
sum is represented by A 

The 

j’ 
and can be computed by summing the A net 

Ac = A. 
J’  

and subtracting the threshold 

= - e 

Figure 6 presents a graph of the sum of the signals, Ac, rising 
The from the lower slab. Figure 7 presents the difference Anet. 

response is thus made dependent on the size of the object. Experi- 
ments on the frog indicate that the smallest object detected is about 
3’ (Table 1, 4b) of a r c  wide, that there is an optimum response to 
objects whose image area is about one half the a rea  of radius R1 and 
response falls to zero for objects whose image size is approximately 
this area, i. e . ,  dl = nR,. 
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* 
At level 2(b), represented by a sphere, Anet, A and a constant a r e  
multiplied together to yield the function of dimming, FD: 

*c 

. 

I 

Fig .  6. A, and Bas functions of the length of dimming d 2  

Fig. 7. Anet as a function of the length of dimming d2. 

2. 6 Computation in Level 3 

The outputs of on-bipolar cells report brightening as the image of the 
bug advances. 
sums them to give the function of brightening FB. 
bottom of the diagram takes FD in a positive sense and FB in a negative 
sense to get their difference. 
proportional to this difference. 
moves toward the center of the field of radius R 1 is there an output. 
By choice of constants, the pulse rate can be made maximum for  an 
image that subtends half the angle subtended by the area of radius R1. 
This is the condition of maximum response of the living cell. 

Level 3 stretches the pulses from on-bipolar cells, and 

The summer at the 

The pulse generator emits  a frequency 
Thus, only as the dark image of a bug 

12 
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2 . 7  Instrumentation with Available Components 

Using elements of previous designs of models of frog retinas!4) Dr. 

Moreno-Diaz devised the hardware model shown in Fig. 8. 
placing the entire design on one page, we have shortened each vidicon 
into a wide flat bottle. 

The two vidicons at the top view the same scene through a beam splitter. 
The raster of each tube comprises 500 X 500 o r  1 /4  million positions. 
If this resolution is maidaiiied thr0l;gh the mndel approximately 1/4 
million bug detector ganglion cells will  be represented. 

The bipolar cells a r e  represented by the summer (Z ) and diodes that 
follow it. 
the output goes to the cathode ray tube and vidicon combination im- 
mediately below it. 
it  goes to the CRT-vidicon in the lower part of the illustration. 

The model of the bug detector ganglion cell is divided into three levels 
as in Fig. 4. In level 1 of Fig. 8, dimming is mapped on the face of the 
cathode ray  tube. Fibre optics communicate the slowly fading image to 
a vidicon. The combination of tubes, commercially available as a scan 
conversion tube, performs temporal summation. 

The output of the vidicon goes to a pulse generator (PG) which delivers i ts  
output to a bank of shift registers which map 50 lines of the vidicon raster.  
Attached to the shift registers and representative of the a rea  of radius R 
in Fig. 4 is a summer (c ) which determines the part of the a rea  of radius 
R1 that has been dimmed, D1. 
A s  the f i r s t  position of the first line of the raster  is scanned, a 1 or O i s  fed 

to the f i r s t  shift register. 
sive 1's or  0 ' s  a r e  fed to the first shift register. 
second line of the vidicon raster, the 1's and 0's  in the first  shift register 
are fed to the left end of the second shift register. 
been scanned 1's and 0's representing the dimming in these lines will be 
loaded in the bank of 50 shift registers. 
flow but always contain 50 lines. 

The length of dimming dl is computed in the second bank of shift registers 
and combined with D1 in the box labelled + . 

To permit 

If the output of the summer is negative, representing dimming, 

If the output is positive, representing brightening, 

1 

The bank of shift registers work this way: 

As successive positions a re  scanned, succes- 
At the start  of the 

After 50 lines have 

From then on the registers over- 

The quotient Dl/dl  is the 

13 
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- 

BIPOLAR 
CELLS 

BEAY SPLITTER 

HIGH TEYPORAL 
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A' 
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d l  
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P G  OUTPUT 

LEVEL 
1 

LEVEL GANGLION 
2 CELLS . 

LEVEL 
3 

Fig. 8. Possible instrumentation of 1/4 million Moreno-Diazmodels of the bug detector 
gang1 ion cel I. 
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penetration p of the image of the bug into the area of radius R1. 
box labelled "N. L. 1" performs the nonlinear transformation of Fig. 5. 

The second shift register and its large-area summer (E) computes 
the length of dimming d2. 
forms according to Fig. 7. 

Anet, A 
In level 3 a second combination of cathode ray tube and vidicoii deter- 
mine the a reas  brightened in the whole retina. 
regis ters  and summer determine the brightened a rea  B for each cell. 
F is proportional to  B1. The final summer subtracts F from FD. 

The final pulse generator yields a pulse frequency proportional to this 
difference. 

The 

This  is fed to Nonlinear Circuit 2 which per- 
The analog mulitplier labelled a combines * 

and a constant to form FD. 

A third bank of shift 

1 

B B 

2. 8 Instrumentation with Integrated Circuits 

We are now redesigning the system of Fig. 8 to employ integrated cir-  
cuit elements instead of vidicons and cathode ray tubes. Figure 9 shows 
an a r ray  of 50 X 50 photo transistors developed by Westinghouse!") That 
company has since built four times as many units in the same area. 

We are on the way, we think, of devising a way of using this kind of array. 
From our point of view, i t  has two difficulties. 
response characteristics between phototransistors. The other is defects 
in phototransistors, i. e . ,  some may not function at all. In a system we 
are designing the output of each phototransistor will be compared to its 
own previous output. 
should not enter the computation. 

One is the difference in 

Thus discrepancies between phototransistors 

2.9 Application to  a Mission to M a r s  

Design of a layered processor to recognize a bug of a particular size and 
travelling in a particular direction indicates that other recognition sys- 
tems can be designed both to recognize predetermined objects and ob- 
jects newly experienced. Such recognition is a reduction in data, be- 
cause i t  permits reporting simply the presence of the objects. 

system about to be described should also permit reporting the location 
of an object. 

The 
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Fig. 9. Array o f  50 X 50 phototransistors developed by Westinghouse. 

3 .  STEREOSCOPIC SYSTEMS 

3 .  1 Why Stereoscopic? 

One of the tasks a robot may have to perform is to  discover separate 
objects so  as to  avoid them, if  moving, o r  describe them in detail if  they 
have properties of interest. 
of a pair of tWlevision cameras coupled to a computer. 

considering is diagrammed in Fig. 10. 

Several strategies a r e  possible in the use 
One that we a r e  

1 6  
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GIMBAL u 
Fig. 10. A strategy to discriminate objects by a stereoscopic pair of TV cameras and o 

computer. 

Here  the cameras  have mechanically scanned the innermost of three 
hemispheres until they have encountered the edge of a rock. The hemi- 
sphere scanned is that for which the angle of convergence of the two 
cameras is the value of the angle a shown. 
the hole could be encountered. 
the cliff could be encountered. 
encounter . 

For a smaller value of a, 
F o r  a still smaller value, the edge of 
The problem is how to  bring about the 

3.2 Camera-Counter Chain C 

To car ry  out initial experiments, we have attached a beam splitter to 
the front of a television camera, as shown in the illustration of our 
Model C camera computer chain (Fig. 11). The geometry of the two 
views is shown in Fig. 12. The prism of the previous illustration is 
here omitted for simplicity and the single camera shown as two. 
left camera looks out through the lower cone, the right through the 

The 
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VIDICON TUBE 

STEREO HEAD' b 

Fig. 11. Front end of  Model C camera computer chain. 

upper cone, the two cones overlapping some distance in front of the 
cameras. 
of the lower cone. It is imaged at  P' on the right half of the camera, 
at P;i on the left half of the camera. 

The point P on the edge of the right cone is near the center 

R 

Left and right TV frames have been drawn in front of the cameras to 
illustrate the method of computation. To search for an object such as  
that with the angle of convergence a shown in Fig. 11, windows will  be 
advanced from left to  right across  the frames. Computation then can 
be limited, at any instant, tointerpretation of the data in the two windows. 

3 . 3  Camera-Computer Chain D 

A constraint on camera-computer chain C is that it employ a lens of 
average focal length. Thus each camera sees neither a full field of 
view nor the narrow field of view that provides high resolution. To ob- 
viate t h i s  difficulty, camera computer chain D is being designed. (See 
Fig. 13. ) It has interchangeable lenses and each camera  is mounted to 
swivel. 

Figure 14 shows a possible configuration of cameras and computers to  
visually explore a scene and report, according to the strategy described 

Inaddition, the cameras a re  mounted on a platform that nods. 
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above, f i r s t  the presence of free-standing objects then details about one 
or a few of these objects. 

BY RIGHT HALF 
OFCAMERAONLY 

R RIGHT HALF 
OF CAMERA AREA VIEWED BY 

BOTH LEFT AND 
RIGHT HALVES OF 
CAMERA 

OF CAMERA 

AREA VIEWED 
BY LEFT HALF 

OFCAMERAONL 

... ... .._.. 

...... .._. . .... . . .  
. .  ... .. . . .  .. . . .  . .  ... 
7 

Fig. 12. Schematic of front end of Model C camera computer chain. 

3 . 4  Application to  Missions t o  Mars 

If several  free-standing objects are detected, how is one to  be selected 
for more detailed examination? An animal could use another sense, 
such as the sense of touch. We  a re  planning senses other than that of 
vision. In the following section we refer  to these as sense modalities. 
The problem then arises: How should a robot combine the inputs from 
different sense modalities to decide what to do? 
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EARTH 

COMPUTER p AN0 RAMI C d STEREO 

SMALL 
(MARS) 

COMPUTER 

TV CAMERAS A TO D 
IN GIMBALS CONVERTERS 

CONTROLOF FOCUS, 
APERTURE, CONVERGENCE, 

TURNING AND TILTING 

\ - 
\ 

\ 

\ DISPLAY 

Fig. 14. Block diagram of Mars-Earth camera computer chain. 

4. DECISION AND CONTROL PROCESSORS 

4.1 General 

As we enter into the field of layered processing of information we a re  
in strange territory. 
tegral transforms. 
(as opposed to power) feedback. 
defined cases than what we are handling. 

But, i f  layered computation seems the method used by all brains, it may 
be one of the necessary conditions for doing what an animal does. 
is no way by which sequential operations map parallel operations i f  the 
elements in a layer a r e  also mutually connected, as seems the case in 
most of brain. 
and trying before we adduce general design principles. 

Two ventures in computer design beside the design of eyes will now be 
presented. First is the model of reticular formation designed by Drs .  
McCulloch and Kilmer!l') Second is a processor for the output of our 
I t  eye" (described under "Visual Center" below). 

There is no mathematical theory of nonlinear in- 
There is no theory for handling purely informational 

Group theory is concerned with better 

There 

Thus we have had no recourse but to s tar t  simulating 

4.2 Reticular Formation 

The reticular formation (RF) integrate5 the sensory-motor and autonomic- 
nervous relations so as to permit an organism to function as a unit instead 
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of a mere collection of organs. The core of all nervous systems, it 
extends throughout the length of the spinal cord and into the cranium. 
(See Fig.  15. ) It receives inputs from all of the separate sensory 
systems, auditory, visual, olfactory, vestibular, etc. , and from all 
of thc housekeeping systems involving visceral regulation, respiration, 
cardiovascular control, etc. 
the reticular cells to which the inputs connect and between which the 
reticular cell s int e r c onne ct . 

Figure 16 shows the wide flat spread of 

CRANIAL 
R E  TI CUL 

PORTION OF THE 
AR FORMATION 

C ERE B E LL UM 

CORE OF THE 
R ET1 CUL AR 
FORMATION 

CORTEX 

Flg .  15. Core of the reticular formation in the cranium, brain stem and spinal cord of man. 

U3x,  A s  Kilincr et al(12)say, "The Scheibels 

finitive neuroanatomy that we have on the reticular formation. 
milestone report of 1962 they caricatured its anatomical structure in 
t h c  brain stem by comparing it to a stack of poker chips. 
region the dendritic processes of R F  neurons ramify in the plane of 
the chip face, often covering nearly half of the face area. 
a very large degree of overlap and intermingling among dendrites of 

ave so far done the most de- 
In their  

In each chip 

This causes 
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' .  

. 

t 
HEAD END 

TWELTHNERVE 
NUCLEUS (TONGU 

DENDRITES 

OLIVE 

Fig. 16. (a) Dendritic ramificotions from three cell bodies in  the reticular formation, 
from two in the inferior olive ond from one in the twelfth nerve nucleus 
(kitten brain, Scheibel, 1962) 

(b) Poker chip caricature of reticular cell dendritic ramifications in (a) 

nearby neurons, as shown schematically for just the brain stem region 
in Fig. 16. 
13 .  ) . . . Since as many as  half dozen or  more input systems may 
synapse on a single R F  neuron, and each R F  input nucleus and fibre 
tract  in general feeds very many R F  cross-sectional levels, the 
Scheibels suggest that the R F  might tolerate considerable puddling of 
information at each of i ts  cross-sectional levels, but demand somewhat 

(This is very similar to Scheibels' Figure 1 in reference 
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Fig. 17. Schematic of the computer-simulated RF*. 

24 



. greater informational rigor between levels. Figure 16(b) is a carica- 
ture of the dendritic fields, comparing them to a stack of poker chips. 

"In i ts  non-specific control of sensory inputs, the reticular formation 
is analogous to an admiral- of-the-fleet, committing the organization 
under i ts  command to one act, trusting that fine perceptions a re  made 
at their cer??,ers c?f specialty and a r e  accurate. 
reticular formation is seen to be broad in i ts  domain of command but 
exceedingly shallow in any specific a rea  under i ts  command. It com- 
mits the organism to  an act which is a function of the information that 
has been played upon it i n  the last fraction of a second or so. After 
commanding the organism to  act, e. g., fight, run, swallow, vomit, 
sleep, copulate, etc.,  it  sends out control directives to all of the spe- 
cialized centers of the central nervous system, tuning their activities 
to this task. 

"Its important features are  that it must handle a vast amouxit of highly 
correlated input information and arrive at one of a small number of 
mutually exclusive acts in a dozen time steps o r  so and with minimal 
equipment. The crucial information a s  to  what act the organism has 
selected is distributed over its input lines. 

A s  a computer, the 

In this paper we a re  concerned only with that part of the R F  which 1 1  

makes the decision to commit the organism, henceforth denoted RF*. 
RF* is R F  minus everything on the R F ' s  input side (the dorsal- 
lateral R F )  and output side (the ventral-lateral RF, basal ganglia, 
etc.), all of the reflexes along the neuraxis that a r e  handled locally, 
and all of the respiratory and other rhythmic operational aspects 
which a re  functionally separable from the decisionary task. I '  (RF* 
is called in Ref. 11. ) 

4.3 Model of RF* 

"Figure 17 shows a schematic of a decision and control model 
analogous to the reticular formation. 
figure is a hybrid computer of the type shown in Fig. 18. 

input lines, y i' to  the modules in Fig. 17 a re  connected in  a several- 
to-all, but not all-to-all, fashionto the modules. The top of the 

Each of the modules in the 
The 42 
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' .  

drawing (T) and the bottom (B) correspond roughly to the diencephalic 
and high cervical regions, respectively, of higher vertebrates. The 
white-boundaried half-box represents the environment of the organism 
being modelled. The environment is established by factors, oi, of the 
set  E. The S. represent exteroceptive, interoceptive, and internuncial 
systems which sense this environment and feed highly (but nontrivially) 
currelated inputs, v directly into the model. Fo r  convenience, all 
o. and y .  lines a re  binary. 

"There a r e  twelve logic modules in the simulatedRF! The sets  of lines 
Qi(only 52, is marked) indicate the act preferred by module Mi. 

a r e  four lines in each set because the model is at  present capable of four 
acts. 

1 

' i' 
1 1 

There 

The four lines ca r ry  the four components of a probability vector. 

For  clarity, all types of connection lines (f ,9, ascending and descend- 1 1  

ing lines) are shown only for module M7, whereas these types of con- 
nection a re  actually made to  all regular modules. 
inputs from several  but not all S 

Each Mi receives 
and each S. feeds several  but not all 

j. J 
Mi. 

"Each module (Fig. 18) computes directly on the input information that 
it receives and makes a best guess a s  to  what the corresponding 
act should probably be. After the initial guess, the modules com- 
municate their  decisions to  each other over low capacity information 
channels. 
modules) and combines it in a nonlinear fashion with the information 
coming directly into it to arrive at a mixed guess as to what act should 
be performed. 
to  which it is connected above and below. 
the module shown in Fig. 18 into two parts. 
on the module's input information. 
tion from above, below and from the a part. 

Then each module takes the information (from all other 

This is in turn communicated to  the subset of modules 
Thus we have decomposed 

The A part operates 
The B part operates on informa- 

TheA part with five binary input variables and four analog output 1 1  

variable outputs, is a nonlinear probability transformation network. " 
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Quoting Ref. 14, "The B part receives 4-component probability 
vectors Pa from the above, P f rom below and P 

jth component of each probability vector is the probability, computed 
by the module of origin, that model RF' t ' s  present yinput signal con- 
figuration demands act  number j. The Bpar t  also receives the differ- 
ence between yinputs, called "ydifference" in Fig. 18, and the overall 
decoupling 8. shown being formed in Fig. 17. 
module's determination of the probability that the model RF'g I s  present 
y input signal configuration demands act number j. 

from the Apart .  The a AB 

The Bpar t  yields the 

"The design of the modules was straightforward. The main problems 
concerned the way in which the computation converged to produce con- 
sensus. This concensus is achieved, as illustrated in Fig. 17, by 
first  determining at point s if the jth component of the probability vector 
P from each module exceeds 0.5. If it does, a 1 is passed on to  the 
threshold element T. 
act j is decided upon. 
10 inputs. 

T3. 
tems of animal which receive many inputs, decode them and act. 

"The model has been successfully simulated on the M. I. T. Instrumenta- 
tion Laboratory Honeywell Computer in collaboration with Jay Blum, 
E.  Craighill and D. Peterson. The model converged to  the correct act 
in each of about 50 test cases,  and always in from 5 t o  25 time steps. 

"We a re  now concentrating on the functional design of a considerably 
enriched model which can handle conditioning and extinction in a satis-  
factory time domain sense. I t  

There, i f  60% of the input connections a r e  l ' s ,  
Note that each element T in Fig. 17 receives 

For clarity of the drawing connections a r e  shown only to  
The threshold elements T a re  crude models of the muscle sys- 

4. 5 Visual-Center 

Walter Pit ts  once pointed out the consequences of having sequences of 
widely connected layers such as exist in a brain. It is that there wi l l  
exist t 'stimulusl' equivalences in the output - and the classing of stimuli 
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into "similart t  and "dissimilar" may not necessarily follow those which 
would be natural to us. Nor could we from analyzing the connectivities 
in the net determine what these classifications would be. 

Fig. 19. The f(p) function. 

We intend, however, to superpose on our "eye" other layered nets so 
as to come, by patch and try, to a kind of excerpting of forms from the 
image as classes in the output. 
success. 

We have no idea yet of our chances for 
But the method must be tried. 

4.6 Application of RF* to Missions to  M a r s  

A s  Dr. Kilmer puts it, (15' "Our next task will  be to  sufficiently enrich 
the present model of RF* to enable it to exhibit several  types of learning. 
This wi l l  require the insertion of delay chains between modules and the 
addition of adjustable decision circuitry in the a part  of each module. ' I  
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A task beyond this will be to tie the visual center to  the model of RF'* 
through far more channels than a re  shown in Fig. 17. 
modalities wi l l  be needed such as the sense of touch. 

suggests that on M a r s  the model of RF* may have to decide 
among the following acts: 

1. Rest 

Other sense 
Dr. Kilmer 

2. Locomote to 

3.  Turn around 

4. Preprogrammed operation mode I 

5. Preprogrammed operation mode I1 

6 .  Preprogrammed operation mode I11 

7 .  Maintenance 

8. Communication to space vehicle (landed) I 

9. 

10. Righting (after overturn) 

For example, if operation mode I were a visual experiment, it would 
not be switched on in darkness or a very high wind. 
example, i f  operation mode I1 were a soil assay experiment, only con- 
ditions of warmth and low wind velocities might tr igger it. 

5. THE NEED TO CARRY KNOWLEDGE ALONG 

Communication to space vehicle (landed) 11 

For another 

To be useful, such a device has to  know something, as Lettvin, Maturana, 
Pitts, and McCulloch concluded when they s tar ted to study a frog 's  eye. 
What a frog knows in its retina is described above. 

To look for what scientists need to learn about the surface of M a r s ,  our 
device must know what the scientists a r e  looking for. 
happy to respect their wishes. 

We  shall be 
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